High quality and timely health information is not readily available to pregnant women and new mothers in the Upper East region of Northern Ghana. Internet access is virtually non-existent, literacy rates are low, and travel distances to clinics can be significant. Yet the need for health information is especially important. Malaria remains the major cause of death among under-5 children, and proper use of intermittent preventative treatment during pregnancy can reduce anemia, fetal loss, and dangerous complications for the unborn child. Local beliefs and superstitions often guide women when information about best practices is not available. In the Upper East, elder female relatives encourage younger pregnant women to labor at home for as long as they can stand before going to a health facility, as a mark of strength and willpower. When women do come to a health clinic, they are given a booklet of basic health information for the pregnancy; unfortunately, most women are unable to access the information because they are illiterate.

The combination of poverty, remote villages, low literacy, and widespread disease creates a health crisis for women and children all over Africa. Lack of information, and bottlenecks in the gathering of data and transfer of information, contribute to the negative health outcomes. Although the Ghana Health System coordinates local volunteer health workers, outreach nurses, clinics, and district health centers to provide care and track the success of interventions, information gaps and challenges pervade the health system.

“Yet cell phone coverage for this remote and rural society is expanding rapidly. In Ghana, the coverage even includes GPRS capabilities which allow communication between cell phones and internet servers. Most of the women in the Upper East of Ghana have mobile phones and our baseline research found that only 16% of women had no access,” says MacLeod. “Data collected by nurses using mobile phones needed to be uploaded into the appropriate places and challenged.”

The team’s MoTeCH project attempts a systemic change in Ghana’s existing health information system through integrating mobile phones into the rural health system. Pregnant women and new mothers with access to a phone can get relevant, personalized health information from MoTeCH. Nurses are given a low-cost mobile phone for entering data and receive MoTeCH messages about patients overdue for health care. The data entered by nurses is also used to automate the generation of reports for district and regional health administrators.

To enable this functionality, electronic medical records for each women and child in the study area are kept. Basic information about health service delivery and health status are maintained in these records. From this data, MoTeCH calculates the upcoming schedule of recommended care for each patient. For example, schedules of immunization shots are developed for each newborn child and upcoming clinic visit dates are developed for each pregnant woman. When care is due, MoTeCH notifies patients and health workers by mobile phone. As new information comes into the medical record, the schedule of upcoming care for a patient may be updated. While using electronic medical records in this rural setting may seem quite a far reach, it actually solves significant and long standing communication and information transfer problems in a relatively simple and low cost manner.

The underlying software architecture of MoTeCH evolved from a strategic decision to build on “best-of-class” software applications that have been extensively field tested in Africa, adds MacLeod. The mobile phone data collection system is based on openXData (www.openxdata.org). Health information about women and children is maintained in the OpenMRS medical record software application (www.openmrs.org). Finally, the task of delivery voice messages to patients was provided by the IntelliIVR (www.yo.co.ug) application. Significant project risk was eliminated because these systems have gone through multiple iterations of deployment and revisions in environments similar to those in NorthEast Ghana.

“Developing interoperability logic between these systems was one of the primary software development challenges we faced,” says MacLeod. “Data collected by nurses using mobile phones needed to be uploaded into the appropriate places in a medical record. The timing of phone calls to patients using the IVR system is based on data from the electronic medical system. When patients do not attend the clinic within the recommended time frame, which can be calculated from the data in the medical record, text messages are sent to the nurse’s mobile phone.”

MacLeod’s software development work was part of a larger collaboration between Columbia University, the Grameen Foundation, and the Ghana Health Service. The Gates Foundation funded the project with the goal of understanding how mobile phones could be used to achieve measurable health impacts. The system has been functioning since the beginning of the year in the Upper East region of Ghana. Preliminary reactions from patients receiving MoTeCH messages have been generally positive and
David Mimno (Ph.D. Feb. ’12) was named one of the twenty Ph.D. grads to the Computing Community Consortium (CCC) 2011 class of Computing Innovation Fellows (cifellows.org). For his fellowship, Mimno will hold a post-doc position at Princeton University working with mentor David Blei.

According to the CCC, “these 20 talented researchers have been competitively awarded postdoctoral positions of up to two years at academic institutions and industrial research laboratories throughout the U.S. Made possible by a $6.5 million National Science Foundation (NSF) grant to CRA - the third grant in as many years - the 2011 CIFellowships are a continuation of the highly successful effort begun in 2009 to forestall a permanent loss of research talent likely to occur as a consequence of the financial crisis and subsequent economic downturn.”
As agents are built for ever more complex environments, methods that consider the uncertainty in the system have strong advantages. This uncertainty is common in domains such as robot navigation, medical diagnosis and treatment, inventory management, sensor networks and e-commerce. When a single decision maker is present, the partially observable Markov decision process (POMDP) model is a popular and powerful choice. When choices are made in a decentralized manner by a set of decision makers, the problem can be modeled as a decentralized partially observable Markov decision process (DEC-POMDP). While POMDPs and DEC-POMDPs offer rich frameworks for sequential decision making under uncertainty, the computational complexity of each model presents an important research challenge. As a way to address this high complexity, this thesis develops several solution methods based on utilizing domain structure, memory-bounded representations and sampling. These approaches address some of the major bottlenecks for decision-making in real-world uncertain systems. The methods include a more efficient optimal algorithm for DEC-POMDPs as well as scalable approximate algorithms for POMDPs and DEC-POMDPs. Key contributions include optimizing compact representations as well as automatic structure extraction and exploitation. These approaches increase the scalability of algorithms, while also increasing their solution quality.

**Bo An; Automated Negotiation for Complex Multi-Agent Resource Allocation**; (Victor Lesser, Advisor); Feb. 2011; Postdoctoral Associate, Dept. of Computer Science, University of Southern California.

Automated negotiation (bargaining) is the most widely used approach for multi-agent resource allocation and it has recently received increasing attention. However, information uncertainty, existence of multiple contracting partners and competitors, agents’ incentive to maximize individual utilities, and market dynamics make it difficult to calculate agents’ rational equilibrium negotiation strategies and to develop successful negotiation agents which behave well in practice. This thesis is concerned with analyzing agents’ rational behavior and developing negotiation strategies for a range of complex negotiation contexts. First, we consider the problem of finding agents’ rational strategies in bargaining with incomplete information. We provide an algorithm based on the combination of game theoretic analysis and search techniques, which finds agents’ equilibrium in pure strategies when they exist. Next, we extend the alternating-offers protocol to handle concurrent negotiations in which each agent has multiple trading opportunities and faces market competition. We provide an algorithm based on backward induction to compute the subgame perfect equilibrium of concurrent negotiation. Third, we present the design and implementation of agents that concurrently negotiate with other entities for acquiring multiple resources. Finally, we consider the problem of locating networked resources in dynamic environment. We propose a distributed negotiation mechanism where agents negotiate over both a contract price and a decommitment penalty.

**George Bissias; Bounds on Service Quality for Networks Subject to Augmentation and Attack**; (Brian Levine, Advisor); Sept. 2010; Algorithms Developer, Fluent Mobile.

Assessing a network’s vulnerability to attack and random failure is a difficult and important problem that changes with network application and representation. We furnish algorithms that bound the robustness of a network under attack. We utilize both static graph-based and dynamic trace-driven representations to construct solutions appropriate for different scenarios. For static graphs we first introduce a spectral technique for developing a lower bound on the number of connected pairs of vertices in a graph after edge removal, which we apply to random graphs and the power grid of the Philippines. To address the problem of resource availability in networks we develop a second technique for bounding the number of nominated designated client vertices that can be disconnected from all server vertices after either edge or vertex removal (or both). Dynamic networks are modeled as disruption tolerant networks (DTNs). DTNs are composed of mobile nodes that are intermittently connected via short-range wireless radios. In the context of both human and vehicular mobility networks we study both the effect of targeted node removal and the effect of augmentation with stationary relays.
One of the most significant impediments for protein structure prediction is the inadequacy of conformation space search. Conformation space is too large and the energy landscape too rugged for existing search methods to consistently find near-optimal minima. Conformation space search methods thus have to focus exploration on a small fraction of the search space. The ability to choose appropriate regions, i.e., regions that are highly likely to contain the native state, critically impacts the effectiveness of search. To make the choice of where to explore requires information, with higher-quality information resulting in better choices. Most current search methods are designed to work in as many domains as possible, which leads to less accurate information because of the need for generality. However, most domains provide unique, and accurate information. To best utilize domain-specific information, search needs to be customized for each domain. The first contribution of this thesis customizes search for protein structure prediction, resulting in significantly more accurate protein structure predictions. My results indicate that integrating the information between homologs and fragments significantly improves protein structure prediction accuracy, resulting in several proteins predicted with 1 Ångstrom RMSD resolution.

Real-world processes often undergo improvements to meet certain goals, such as coping with changed requirements, eliminating defects, improving the quality of the products, and reducing costs. Identifying and evaluating the defects or errors in the process, identifying the causes of such defects, and validating proposed improvements all require careful analysis of the process. Human-intensive processes are of particular concern because they can be extremely complex and may be used in critical, including life-critical, situations. To date, the analysis support for such processes is very limited. There has been considerable success lately in using static analysis techniques to analyze hardware systems, software systems, and manufacturing processes. This thesis explores how such analysis techniques can be automated and employed to effectively analyze life-critical, human-intensive processes.

We investigated two static analysis techniques: Finite-State Verification (FSV) and Fault Tree Analysis (FTA). We proposed a process analysis framework that is capable of performing both FSV and FTA on rigorously defined processes. We evaluated this framework based on the Little-JIL process definition language and employed it to analyze two real-world, human-intensive processes—an In-Patient Blood Transfusion Process and a Chemo Therapy Process. The results show that the framework can be used effectively to detect defects in such real-world, human-intensive processes.
Among the most impressive aspects of human intelligence is skill acquisition—the ability to identify important behavioral components, retain them as skills, refine them through practice, and apply them in new task contexts. Skill acquisition underlies both our ability to choose to spend time and effort to specialize at particular tasks, and our ability to collect and exploit previous experience to become able to solve harder and harder problems over time with less and less cognitive effort. Hierarchical reinforcement learning provides a theoretical basis for skill acquisition, including principled methods for learning new skills and deploying them during problem solving. However, existing work focuses largely on small discrete problems. This thesis identifies the primary obstacles to achieving autonomous skill acquisition in high-dimensional, continuous domains and introduces three methods for overcoming these obstacles: skill chaining, a general skill discovery method for continuous reinforcement learning domains; abstraction selection, an efficient algorithm for selecting a suitable abstraction from a library of available abstractions when creating a new skill; and CST, a method for rapidly building trees of skills (with appropriate abstractions) from sample trajectories obtained via human demonstration, a feedback controller, or a planner. These algorithms are applied to achieve autonomous skill acquisition on the uBot-5.

Today, various sensor networks have emerged and span a wide range of sensing capabilities, computation, energy and communication resources, and user needs. They pose unique design challenges to the distributed system design. We focus on following four challenges in data management and wireless transport: 1) We examine how to explore the resource-rich proxies on the edge of the network to assist the resource-poor sensors. We propose a novel two-tier sensor data management architecture, PRESTO, that proxies model sensed data and predict future data, while sensors check sensed data with model-predicted values. 2) We look at the sensing application regime where a single sensor network has to support diverse users and applications with limited bandwidth and computation resources. We propose a utility-driven approach, MUDS, that maximizes data sharing across users while using limited resources. 3) We seek to improve the matching performance between users’ interest and sensed data in large scale sensing applications. We propose BlueDove, a cloud-based publish/subscribe system that takes advantage of the rich resources and flexibility of a computation cloud. 4) We examine how to make the underlying wireless transport between sensor nodes more reliable and efficient. We propose a clean-slate re-design of the network stack, Hop, that uses reliable per-hop block transfer as a building block and builds all other components such as back-pressure congestion control and end-to-end virtual retransmission on top of block transfer.
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Reinforcement learning algorithms hold promise in many complex domains, such as resource management and planning under uncertainty. Most reinforcement learning algorithms are iterative—they successively approximate the solution based on a set of samples and features. Although these iterative algorithms can achieve impressive results in some domains, they are not sufficiently reliable for wide applicability. Some of the most interesting reinforcement learning algorithms are based on approximate dynamic programming (ADP). This thesis presents new reliable algorithms for ADP that use optimization instead of iterative improvement. We improve on approximate linear programming—an existing method—and derive approximate bilinear programming—a new robust approximate method. The methods presented in this thesis can potentially be used in many practical applications in artificial intelligence, operations research, and engineering. Our experimental results show that optimization-based methods may perform well on resource-management problems and standard benchmark problems and therefore represent an attractive alternative to traditional iterative methods.

One approach to the design of intelligent machines capable of perceiving visual information is to model the fascinating primate vision. Based on discoveries in neuroscience, physiology, and psychology, biologically-plausible models for object recognition and classification can be simple yet achieve high accuracy and generalize well. The proposed system employs unsupervised feature learning, simulating hypercolumns of the primary cortex, a hierarchical feed-forward framework, mimicking simple and complex cells, and neural network classification, a computational model of interconnected neurons. Compared to existing approaches, this system is more biologically inclined as well as more effective. Compared to other state-of-the-art systems it achieves good accuracies with significantly shorter runtimes. Other key features are good generalizability and independence of delicate segmentation procedures employed by many other systems. Experiments are conducted both on natural scenes and challenging realistic underwater marine images. The latter is a rather uncommon data source, no biologically inspired vision systems had previously been applied to it. Despite domain-specific difficulties, such as low image quality, and high diversity of shapes and motions, the potential of the proposed system is shown to be quite promising. This bodes well for future application to other domains currently not considered by mainstream computer vision.
This dissertation presents an approach to robot programming by demonstration based on two key concepts: demonstrator intent is the most meaningful signal that the robot can observe, and the robot should have a basic level of behavioral competency from which to interpret observed actions. I argue that programming by demonstration can be organized into declarative and procedural components. The declarative component represents a reusable outline of underlying behavior that can be applied to many different contexts. The robot can use the knowledge encapsulated in sensorimotor schemas to interpret the demonstration. The procedural component represents the dynamic portion of the task that is based on features observed at run time. I describe how statistical models, Bayesian methods in particular, can be used to model these components. These models have many features that are beneficial for learning in this domain, such as tolerance for uncertainty, and the ability to incorporate prior knowledge into inferences. I demonstrate this architecture through experiments on a bimanual humanoid robot using tasks from the pick and place domain. Additionally, I develop and experimentally validate a model for generating grasp candidates using visual features that is learned from demonstration data.

A bar-joint framework is made of fixed-length bars connected by universal joints with full rotational degrees of freedom; the allowed motions preserve the lengths and connectivity of the bars, and a framework is rigid if the only allowed motions are trivial motions of Euclidean space. The remarkable Maxwell-Laman Theorem says that rigidity of generic bar-joint frameworks depends only on the graph that has as its edges the bars and as its vertices the joints. We generalize the “degree of freedom counts” that appear in the Maxwell-Laman theorem to the very general setting of \((k,l)\)-sparse and \((k,l)\)-graded sparse hypergraphs, giving graph-theoretic, matroidal, and algorithmic characterization of them. We then introduce a new rigidity model: slider-pinning rigidity. This is an elaboration of the planar bar-joint model to include sliders, which constrain a vertex to move on a specific line. We prove the analogue of the Maxwell-Laman Theorem for slider pinning, using, as a lemma, a new proof of Whiteley’s Parallel Redrawing Theorem. We then study the emergence of rigid substructures in a generic framework with the combinatorics of a sparse Erdős-Rényi random graph, proving the existence of a sharp threshold for them to exist and a linearized lower bound when they emerge.